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Abstract. — Let p be an n-dimensional representation of Gg, over IFT, When p is generic and
a good conjugate, the article [Bre+21]] introduces the notion of compatibility with p for an admissible
representation of GL,,(Q,). In loc. cit., the five authors also question whether one could recover a

—X . . .
representation of gg;l, called L (p) and constructed from p, from some IT compatible with p by using
Zabradi’s functor V a(see [JZ25]). We give a range of results, for an arbitrary II verifying some "weak"
compatibilities with p, about how badly V A (IT) behaves. In particular, when p is reducible and n > 3,

no IT compatible with P, can verify VA (II) ~ e (p)-

1 Introduction / recollection

While the mod p local Langlands correspondence is well understood for GL2(Q,,) (see [Bre03a] [Col10],
etc), the situation for GL,,(Q,) remains at the step of groping into specific examples, especially the ones
coming from the global picture. One of the main issues is that the theory of smooth admissible finite
length GL,,(Q,,)-representations modulo p lacks both a classification of irreducibles as given by [BL94]
[Bre03a] [Bre03b] for GL2(Q,) and the study of extensions as in [Col10, § VII]. Partial answers can be
found both in [Her1 1] for the classification and in [Hau16] for the extensions’ study, but they don’t tackle
supercuspidal representations.

Let p be an n-dimensional representations p of Gg, over an algebraic extension F of [F;,. Recently,
five authors have formulated in [Bre+21[] some conjectures about the shape of representations associated
by the global picture to p, when the latter is generic and a good conjugate. More precisely, they define in
[Bre+21, Def. 2.4.2.7] the notion of a smooth admissible representation of GL,,(Q,) over F compatible
with p. The number of Jordan-Holder components of such II are prescribed by the minimal standard
parabolic P, whose [F-points contain the image of p; this P, also determines how these components fit in
the classification of [Her11] (see [Bre+21| Def. 2.4.1.5]). The combinatoric of II's subquotients is dicted
by the smallest algebraic subgroup Pp containing the Levi Mp, and whose F-points contain the image of
p. Finally, compatibility imposes the image of the irreducible components by Breuil’s functor V¢ among
subquotients of f®(p) = Q1<icnAp.

Here, Breuil’s functor V¢ is a version of Colmez’s functor V (see [Col10, §IV.3]) defined in [Brel5]
that produces ind-finite-dimensional Galois representations from smooth representations of GL,,(Qp).
We won’t need its precise definition. One current issue of Breuil’s functor is that we do not know wether
it does produce finite dimensional, nor non zero objects, except for principal series or for n = 2.
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Another generalisation of V has been developed by G. Zdbradi in [Zab18al] for a general reductive
group G. This functor D will be the other actor of this note. Let us recall the philosophy of Zabradi’s
functor DX. In our situation, A is the canonical set of simple roots in the canonical root system of
GL,, verifying #A = n — 1. We identify [1,n — 1] to A by sending i to the character of the torus
Diag(z1,...,z,) — :le;ll and equip A with the associated order. Combining [Zab18al] and [JZ25| Th.
A, for any smooth representation IT of GL,,(Q,) over F, of finite length, D\ produces a finite projective
topological étale T A-module over Ex = Up, crFy[Xo | € AJ[X1"]. Here T} A is the monoid of
diagonal matrices with decreasing valuations. If IT has a central character, then Q) Id,, C T A also
acts via a character on D). Hence, the slightest generalisation of [Zab18b], produces an equivalence
Va from .# odét(TJﬁ A, Ea) with "central character" and smooth finite dimensional representations of
(Ga,.a x Q) over F with "central character", i.e. Q) acting via homotethies. Post-composing D X
with this equivalence, forgetting the central characters and applying a suitable duality functor provides a
functor V A to finite dimensional representations of gg;l. Two important features are to highlight. First,
it seems to keep more information than Breuil’s functor by staying with multivariable (¢, I')-modules;
indeed, [Zab18al] produces a GL,,(Q,)-equivariant sheaf on the flag variety GL,,(Q,)/B(Q,,) from this
multivariable (¢, I')-module associated to a GL,,(Q,)-representation, smiliarily to what D X P(Q,)
was for GLoy (Qp) (see [Col10} §II.1]). Second, from this equivariant sheaf, [JZ25]] deduces finiteness
results that are lacking for Breuil’s functor. They don’t recover more non-vanishing results than what
was known for Breuil’s functor.

As stated in [Bre+21, Rem. 1.2.5], the existence of Zabradi’s functor allows an improved conjecture
about what the II associated using global methods looks like. The best scenario would be that Zabradi’s

functor produces fg(p) := (Mi<i<n(A’p)) and that its restriction to the diagonal embedding of Gg,
identifies with V¢ (II), which is isomorphic to f®(p). Such conjecture fills the following small insatis-

. L= . - . -
faction: the representation L®(p) doesn’t determine p, already in dimension 3, where L™ (p) does.

The first aim of this note is to prove that this scenario never happens in the reducible case, even when
downgrading compatibility with p to compatibility with P, (see Theorem . The rough idea is that 1T

being compatible with P, imposes a shortage of Jordan-Hélder components of V A (IT), in comparison to

their profusion in fg (p). We use the same method to treat a number of irreducible cases (see Theorem
[B:6).

One can argue that the condition [Bre+21} Def. 2.4.2.7 (i)] imposes heavy conditions on the image
of supersingular by V A. What would happen if we replaced the loc. cit. conditions (i)-(ii) by the single
Ve II) = ¥ (p) ? This note also gives bad behavior of dim V A (IT) under this hypothesis for a toy
example; we tackle the case of GL3(Q,) and p being of dimension 3 and Loewy length 3 over F,,. For
the precise result, see Proposition @

Notations

In this note, the field IF is an algebraic extension of IF,,. It will be equipped with the discrete topology,
implying that continuous representations of locally profinite groups are smooth, i.e. have open stabilisers.
All inductions should be smooth inductions.

For a finite length representation V' of a group GG, we denote the socle (resp. cosocle) filtration by
sochV (resp. cosoch, V) and its graded pieces by soc; ¢V (resp. cosoc; V). The Loewy length is the
minimum integer ¢ such that soc;, = V.

Recall that the Artin map is defined by

Al G S QF, 0 aop
where z, € Z, is characterised by V( € pipec, 0(() = ¢*. It verifies Artfl(W&) = Q,, where Wq,
is the Weil group.

We denote by ¢ the smooth character of QO defined by

e:Qy = F), xp"— (r mod p)



for z € Z). Tt extends to Q.
We denote by w the smooth character of Gg, defined as the composition

Art™! X €
w: Gg, —» G 25 QF S

For G = GL,,, we keep the notation f® introduced in [Bre+21, §2.1] for the antisymmetric powers
of the standard representations over F.

For a profinite group G and a discrete field k, let Rep;, G denote the category of smooth represen-
tatons of G over k. When G = GL,,(Q,), locally profinite, we add to the definition being admissible,
finite length, with action of the center Z(G) by homotheties.
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2 Recollection about Zabradi’'s functor

Owing to the intended shortness of this note, we restrict our definitions and recollection to the minimum.
The first ingredient of V » is the multivariable Fontaine equivalence proven in [Zab18b].
Let A be an (abstract for now) finite set.

Definition 2.1. When F is finite, we define the rings
El :=TF[X,|acA] and Ea := E{[X:'],
where XA = [] X, and equips it with an F—linealﬂ action of
(Pa,q xTg,A) = H @E X H Z;
a€A a€A

that verifies

na

Vo = (@Za)a’ VB € A, (P(X,@> = Xg

I As T keeps track of the representations’ coefficients, the action of ® A,p must fix it.



V’y = ('ya)a € FstA7 Vﬁ € A, ’Y(Xﬂ) = (1 —I—X@)’m — 1.

In general, we define Ez and E as the inductive limit of these rings over finite subfields of FF.

Let E := F,((X)). For each «, fix a copy E, := F,(X,)) of E, and an choose an extension of
the identification to E5P ~ E®°P, giving an identification Gg, ~ Gg then to Hg,- Each E, has an
embedding into EA. We define

By? = B @p, (.. (B @p, Ba))

As in [Zdb18b, §3.1], it comes with an action of (®a 4 X Gg,,a). The action of Hg,  is given by the
above isomorphisms Gp, ~ Ho,-
Thanks to [Zab18b, Lem. 3.6], we have the identity

(ExP)Par =F.

‘We also define Hva A=1]1 QQP( o) < QQW A, With quotient canoncially isomorphic to Fva A. Thanks
to [Zab18b| Prop. 3.3], we have an (®a , X Ty, A)-equivariant identification of rings:

(E’Asep)’;{@}”A = EA.

Definition 2.2 (See [Mar24, §2.2]). For a monoid S acting on a ring R, we define Modffrj (S, R) to be
the category of finite projective R-module D of constant rank, equipped with a semilinear action of S
such that

Vs€S, R@,rD 2% D

is an isomorphism.
After this setup, we can state the multivariable cyclotomic Fontaine equivalence.

Theorem 2.3. The following pair of functors
Da : Reps, Gg,.a = Mod®t. (®a, X Ta, Ea) :Va

prj
Vi (BXP @5 V)0
(EXP ®p, D)q)A’P +— D

are well defined. They are quasi-inverse to one another, giving an equivalence of symmetric monoidal
closed categories.

Remark 2.4. To pass from [Zab18bl Th. 3.15] to this theorem, one need three more ideas. The first one
is that, for IF finite, an object of Repp Gg,,,a is an object of Repg  Gg,,a with additional endomorphisms
coding the external multiplication by F. The same is true for Mod‘;‘ij (<I> Aq X Gg,.A, EA) compared to
its version over IF),. These structure are transfered on both side of Zabrddi’s equivalence. This suffices
when F is finite.

For general IF, one need to show that Repy Gg, A and Modffrj (®a,g % Gg,.a,Ea) are colimits
along base change of the analogous categories for F’ varying among finite subfields of F. For the Galois
representations, its a general fact for a smooth representation of a compact group. For (i, I')-modules,
notice that (®a , x I'g, A) is topologically finitely generated and that its action on a multivariable
(¢, T')-module is automatically continuous for some explicit topology (see [Mar25, Prop. 6.1.7]).

The last idea is that, according to [Zab18b| Prop. 2.2] [Mar25| Prop. 6.1.7], the projectivity condition
is automatic.

We know prove a small useful fact that we did not see properly written anywhere.

Proposition 2.5. Let A = L;c;A\; be a partition of a finite set. Let D; € Modf;j (Pa,p x Lo, a5 Ea,).
Then

D = ®ier, a(Ea ®E,, Di)
&t

belongs to Mod,,;

(®ap x Tq,.a, Ea) and naturally
VaA(D) ~RiciVa,(D;).



Proof. View (®a,, x I'g, a,) as a quotient of (®a , X I'g, A). Then Ex, = Eais (Pap x g, )
for action by inflation on the first term. To prove that D is an étale projective module, combine [Mar24,
Prop. 3.3 1), Prop 2.15 4)].

We first prove the identification for ' = F,, by expanding the strategy of [Mar25, Prop. 6.2.1]. By
passing to the limit [Zab18b, Lem. 3.2] and using it for A, each A;:

EXP ~ (X)) (EX’ ®g., Ea).
i€l, EA

Hence
EX? @p, D =~ ® (ESAEP Dper (Ezef’ ®Fa, Dl))
icl, BP

Combining [Zab18bl Prop. 3.7, Th. 3.15] we get comparison isomorphisms for each D;, translating into

B op, D @ (BX @p (B 0, Va, (D)) ~ EXP o, (ZE;@F Va,(Dy).
iel, EXP P

One can check that each of our isomorphisms is (P, X Gg,a)-equivariant. Because X'V, (D;) is free
with trivial ® o ,-action (see [Zab18b, Lem. 3.6]), one obtains the result by taking ® A ,-invariants. [

Corollary 2.6. For Ay C A and Dy € ModSy; (®a,p x Tg,.a,, Ea,),

Ga,,
Va(Ea®p,, D1) =Infi" Va, (D).

gQP=A1

Proof. Apply for I = {1,2}, Ay = A\A; and Dy = Ea,. O

The other piece of Zabradi’s functor is an analogue of Colmez’s DV. From now on, the set A is the
canonical simple roots of the root system for the Lie group GL,,(Q,,) obtained from the torus of diagonal
matrices. It verifies #A =n — 1.

Definition 2.7. When F finite, the functor D is the one introduced in [Zab18a]. It takes a smooth finite
lengtlﬂ representation of GL,,(Q,) over F with central character and produces an étale multivariable
cyclotomic (¢, I')-module with A-variables.

In general, as any smooth representation II of GL,,(Q,) over F is defined over a finite ﬁel(ﬂ We can
therefore apply the references over all its sufficiently large finite subfields., we define

DX (II) := Iim  F ®p, DY (IT)
I /Fyq s.t.
H:F@Fqn’

with the above definition for DX (IT'). One verifies that the category is filtered and all the transition maps
in the limit are isomorphisms.

Let’s combine it with the Fontaine equivalence.

n—1 .
Definition 2.8. Let 5% be the character EieAwZi:n—” of g&;l, whose restriction to the diagonal

embedding is dqy,, from [Bre+21, p. 23]. We define V% := Hom(Va, §X). This could be considered as
a good replacement for Tate duality.

Definition 2.9. We define V 5 := Vi oDX. It’s a contravariant functor from the category Repp GL,,(Q,)

to Repr Gq,,,A-
We call V a ¢ for the restriction of V A to the diagonal embedding.

Recall three important theorems about Zabradi’s functor.

2As we don’t know if all irreducible are admissible, note that it vanishes on non admissible representations.
3Use that GL, (Qy) is generated by GLy,(Z,) and a finite number of elements.



Theorem 2.10. [Th. C and G in [Zdb18d|]] The functor DY is right exact. It is exact on the subcategory
SP of representations whose Jordan-Hélder factors are subquotients of principal serieﬂ It is fully
faithful on the subcategory SP° of representations whose Jordan-Hélder factors are irreducible principal
series.

Dual results holds for V a as both V o and Hom are exact.

Theorem 2.11. [Th. Cin [JZ25|]] If 11 is irreducible smooth, then V a (11) is either zero or irreducible.

Theorem 2.12. [Prop. 3.2 and Th. 3.5 in [[Zdb18al]] Let P be a standard parabolic of GL,,, whose Levi
subgroup can be written as the diagonal [ [, -, , GLy,,. Always chosing the root system associated with
the standard torus, the intersection Ay of GLyy, s roots with A gives standard simple roots of GL,,.

For all t, let T1; be a smooth admissible representation of GLyy,,(Q,) over F. We see X,I1; as a
representation of P~ (Q,) by inflation. Then,

DY (IndgE’g&f;’(& Ht)> ~ & (Ea®g,, DX, (L)).
1<t<s

Definition 2.13. We define a canonical surjection FAo — F as being the quotient by the ideal
(Xo — Xgla, B € A), ie. the identification of all variables to X. Itis (" x I')-equivariant for its
action on Ea via the diagonal embedding into (®a , x I'g,,A).

The tensor product of this canonical map with the identifications E5P ~ ES°P gives a surjection
EXP — E*P. 1Itis (N x Go, )-equivariant for its action on Ex via the diagonal embedding into
((I)A,p X gQP7A)‘

Lemma 2.14. There is a natural isomorphism of functors from Modf;trj (®ap xTg,.a, Ea) toRepy Gg,
G,
Resgzz foVa=>V(E®g, ).

Here, the restriction is along the diagonal embedding and the tensor product is correctly defined using
[Mar24, Prop. 3.3] for the (" x T)-equivariant canonical map.

Proof. Factorising Ex — E — E*°P through EX", we obtain a natural map

se se Se (P:Id
(EAP YN D)(I)A,p - (E P ®ESAep (EAP X Ea D)) :

By equivariance of this factorisation, it is a map of G, -representations, hence identifies with the pre-
dicted natural transformation.

To verify that it is a natural isomorphism, we can forget the action of Gg,. The isomorphism of
comparison, proved together with multivariable cyclotomic Fontaine equivalence, implies that EX" ® g,
D ~ EfrkD in Modléfrj (®a,p, EXP). Hence, proving that the map constructed above is an isomorphism
boils down to the case D = Ea, i.e. to the equality (EXP)®?4» = (E5P)#=1d = F and the F-linearity
of all the maps in Définition [2.13] O

Corollary 2.15. For any smooth representation 11 of GL,(Q,), we have a natural injection
Vag(IT) = V(II).
Proof. Usinéﬁ] [Z4b18a, Rem. 2 p. 13], there is a natural surjection
ng(H) — F QE, DX(H)
Let xgL, be the 1-dimensional (p, T")-module such that V(x¢r, ) = dar, . It is obtained by restriction
to diagonal of the multivariable (¢, T')-module xX such that VA (xX) = 0%. We pass to duals and twist
by xaL,:
Hom(E ®p, DA(), xcL,) < Hom(D{, xaL,)-

By [Mar24, Prop. 3.3 3)], internal Hom and base change commute, identifying the left part to

E ®p, Hom(DYX (M), x%) ~ E ®p, Va(IT). We apply Fontaine’s functor V to the previous injection,

still giving an injection thanks to its exactness. The left term is identified by Lemma to Va ¢(II).
The commutation of V to internal Hom identifies the right term with V¢(II). O

4The principal series are Indg%éj (;Qp )

5 And the finiteness proved in [JZ25].

x for the standard Borel B and x ranging over characters of the standard torus.



3 Imprecise study of Z&(p) and first failure

Our first result will rely on two ingredients: [JZ25| Th. C] and counting Jordan-Holder components.

In this section, we fix an n-dimensional object p of Repy Gg,. We fix a composition serie for p and
write the successive irreducible pieces (p;)1<;<k of respective dimensions n = (n;). In this situation, P,
is the parabolic whose Levi is the diagonal subgroup Mp, = GL,, X ... X GLy,.

Definition 3.1. For such a tuple n and ¢ > 1, call
. 1,k =i
Cut; p, == {(Jl) € N[[zi : ’vz,zf%lilgznl}'

Lemma 3.2. Let 1 < i < n. The representation A'p has more that #Cut; ,, Jordan-Holder components.

Proof. As our composition serie for p produces one for A?p, the claim is equivalent to its analogue for
p% = @;p;. For this, we have an isomorphism

AP p*s BrAivni ALV @ ® (A7 p)

(j1)ECut, , 1<I<k
with only non zero in the sum. It concludes. .

—-X
Corollary 3.3. The representation L™ (p) has more that [ |, <i<n #Cut; , Jordan-Holder components.

Proof. Deduced from the fact that if V' and W are representation of G and H with two (composition)
series (V4)a<a and (Wy)p<p, then (Vo1 W + V, K W,), 1< 4, With lexicographic order is a (com-
position) serie for V X W. [

Until the end of the section, suppose that p is generic and a good conjugateﬂ in the sense of [Bre+21}
§2.3.2].

Lemma 3.4. The number of isotypic components of Z(IQZMP is smaller than [ [, -, ., #Cut; y, strictly if
, <

p is not irreducible and n > 2.

Proof. Call (e;)1<r<n the canonical basis of the standard representation. The family (®;(Arer,er)) (1))

for (I;) ranging over in [[,.,_,{/ C [1,n]|#I = i} forms a basis of Z,, -eigenvectors of L.
Hence, the isotypic components are parametrised by

.UV, #1;=i

Jp = {(Ml) e NIT#
- and V1, >0, #(LNDZy o n +1.3 0 < ) =m

3(1i)1<i<n subsets of [1,n] }

There is a map

H Cutip = Jn, (ig)ia (ij‘,l) .
i !

1<i<n

It is well defined because (I; = U[> ., mr + 1,> 0, ;e + ji1) witnesses that the image of (ji;)
belongs to J,,. It is also surjective, cause every (y;) with (I;) witnessing its belonging to .J,,, is the image
of (#(1; N [[Zl'q ey +1, legl nv]))ig

This proves the first part, and the second amounts to finding a default of injectivity when p is re-
ducible, i.e. kK > 2and n > 2.

If £ > 3, we get inspiration from the example of n = 3 and k = 3, i.e. P, = B C GL3. For this
example, e; ®(ea/Ae3) and e2®(e1 Aes) are two eigenvectors for the same character Diag(x, y, 2) — zyz
of the torus, but they correspond to the two families of cuts ((1,0,0), (0,1,1)) and ((0,1,0),(1,0,1)).
We mimicry this in the general situation. Take any family (I;)3<;<» and look at (y;) corresponding to

6This is very mild asumption: genericity takes away multiplicities and the pathological extensions of characters already appear-
ing for GL2(Qp) (see [Coll0, VIL4 Atomes de longueur 3]). Under this hypothesis, [Bre+21| §2.3.2] shows that good conjugates
exist and all have similar notions of compatibility.



({1},{2,3}, I, ..., I,_1). Then ({2},{1,3}, I3, ..., I,,_1) also witnesses the belonging of (1) to J,,.
These two witnesses give two elements in the preimage of ().

If k£ = 2, there exists an [y such that n;, > 2. We get inspiration from the example of n = 3
and (n1,n2) = (1,2), ie. P, is the parabolic associated to G,, x GLa. In this situation, the same
two vectors are eigenvectors for the same character diag(z,y,y) = xy? of Z Mp, - We mimicry this
in the general situation fixing [y as above and Iy # lo. Take any family (I;)3<;<n and look at (u;)
corresponding to ({D_;; i + 1}, {> o, + 1,27, + 2}, I3, , In—1). Then, the family
i, + 15320, + 1,00 + 2}, 03, .., I, 1) also witnesses the belonging of (1)
to J,,. Same conclusion. O

Theorem 3.5. Let n > 3 and p be a n-dimensional reducible object of Repy Gq,, which is generic and
a good conjugate. Then any 11 in Repy GL,(Q)) that is compatible with P, verifies

Va(Il) £ Z7(p).

Proof. Thanks to [Bre+21, Lem. 2.4.1.1 (i)] the number of Jordan-Holder components of II is precisely
the number of isotypic components of L|Z i.e. Jy. For each one of these, the conditions (i) and

(iv) of [Bre+21l, Def. 2.4.1.5] tells that there s a standard parabolic ) with Levi being the diagonal

Mg = GLy,, X...xGLy,, and supersingular representatlon{] I, of GL,,, (Q,) such that the component
is isomorphic to Indgli’zé@’)’) (X, II;). As usual X,II; is seen as a Q~ (Q,)-representation via inflation

from M. Thanks to Theorem@, we have

DY (Indg 53 (2 11)) = Q) (Ea @, DX, (L))

1<t<s

where A, is set of simple positive roots of GL,,, obtained by selection & € A wich factorise throught
T — Tcw,,, - We then use Proposition@to see that

GL, (Qp
(VAoDX)(I ndg o) (89, nt)) ~ B (Vs 0DY)(IL).

In our situation, tensor product and dual commutes. Thus, V A (IndgL (éQ’)’ (XI1;)) is a twist of the infla-
Gop,a

tion Infp' Gop.ae (X, V a, (I1;)) along the projection Gg, A — [[ Gg,,a,. These individual V 4, (II;) are
zero or irreducible thanks to [JZ225 Th. C]. Hence, so is the inflation of their boxproduct. We obtained
that each Jordan-Holder factor of II is sent by V A on either zero or irreducible. Using right exactness of
V A, the number of Jordan-Holder components of V A (IT) is less than #.J,,.

Thanks to Corollay [3.3] and Lemma [3.4] this is less than the number of irreducible components of

% (p). O

The same counting of Jordan-Hd6lder components can work for irreducible representations.
Theorem 3.6. There exist infinitely many integers n such that there is an n-dimensional irreducible
—X
p € Repr Go,, with no supersingular I1 € Repy GL,,(Qy) verifying Va(II) ~ L™ (p).
Proof. By Theorem | any V A (IT) for IT supersingular is either zero or irreducible. As soon as A®p

for some ¢ > 2, then " ( ) is reducible. Hence, we only need to find a family of representations p with
unbounded dimensions for which A?p is reducible.
Recall from local class field theory that

ild . 7
Go, /T ( lim F) T
r>1, norm map

Take any prime £ with £ { p(p> — 1)(p® — 1) and p {1 (¢ — 1). They are infinitely many such thanks
to Dirichlet prime number theorem. As ¢|(p” — 1) for some r, we can identify Z/¢Z as a quotient of

TThis is equivalent to X; IT; being supersingular.



lim,_ F* by a characteristic subgroup. Consider the action of ¢ by conjugation on this quotient. It acts

via multiplication by some element in (Z/¢Z)*. Quotienting again by the kernel of this action constructs

a quotient Q¢ of Gg, /™' isomorphic to some Gy := (Z/{Z) x K where K, < (Z/{Z)*. Remark that

#K is the order of p in (Z/¢Z)*. For any d, the primes / stop dividing p¢ — 1 at some point, hence
£—4-00

#K, ——— 4o0.

We begin by looking more precisely into irreducible representations of @, over F,. Its conjugacy
classes are the sets {Id}, aKy x {1} fora € (Z/¢Z)\{0} and (Z/¢Z) x {«} for x € K,\{1}: there are
#Kp+ (I — 1)/#K, of them. We also have # K irreducible non isomorphic 1-dimensional represen-
tations, obtained by inflation from K. Thanks to our hypothesis on ¢, we have p { #G/, hence we can
apply Frobenius theorem; writing m for the maximum dimension of an irreducible representation of @),
over E, we get

#K, + (1 - 1)ym?/(#K,) > #Q = L(#K,)

then m > # K. Pick one irreducible of dimension m. The (finite) sum of its distinct conjugates by Gp
can be descended to an irreducible representation over [F, of maximal dimension among such irreducibles.
Its dimension is greater than #K,. We call such representation . Because ¢ { (p*> — 1)(p® — 1), we
have #K, > 4. As dim A%0, = dimo,(dimoy — 1)/2 > dim oy, the representation /\2 o¢ can’t be

irreducible. The family of Inf gQ%” oy testifies that our infinite number of prime ¢ proves the theorem. [

4 Setup for the GL3-toy case

Our toy example for studying a "weak compatibility” hypothesis is a 3-dimensional representation p of
Gq, of length 3. Suppose it is generic and good conjugate, which means here that p can be written

X1 0a €
( X2 6 )
X3
with all Xinl ¢ {1,wt}.
The first thing we do is analyse the shape of s (p) and ° (p).

Lemma 4.1. The representation A%p also has a length 3 and a composition serie given by

X1X2 — X1X3 — X2X3-
Its socle (resp. its cosocle) is of same dimension as the cosocle (resp. the socle) of p.

Proof. In the basis {e1 A ez, e1 A e3, ea A es} the matrix representation is

X1X3  SaXs3

(X1X2 X16p 5a5b*OéX2)
X2X3

For the statement about socle, consider that Vect(e; A ea, e1 A e3) is semisimple iff dp is trivial,
hence iff the cosocle of p is of dimension at least 2. Similar arguments for the other subquotients finish
the proof. O

Proposition 4.2. The representation p < (A%p) of (Gg, % Go,) has a composition serie given by



X1 X x2x3

\
/

x1 X x1x3 x2 M x2X3
x1 X (x1x2) x2 ¥ x1x3 x3 X x2x3

x2 X (x1x2) x3 & x1x3

/
\

x3 X x1x2

When p has Loewy length 3 (resp. 2, resp. is semisimple), it has Loewy length 5 (resp. 3, resp. 1)
with dimensions of the graded pieces (1,2,3,2,1) (resp. (2,5,2), resp. 9).

Proof. Consider the convolution formula for boxproducts of smooth representations of finite dimension.
One could also write down explictely the exterior tensor product of matriceﬁ O

. =K . —X .
We write L (p)°™ for the subrepresentation of L (p) having (x1 X x1x2), (x1 ® x1x3) and
(x2 ™ x1x2) as Jordan-Holder factors. In case p is of Loewy length 3 (maximally non split), it’s

2
Gap X Go, XQp
ding of QQP.

soc fx (p). We will switch the symbol X to an & for their restriction to the diagonal embed-

Remark 4.3. The representation ° (p)°* coincide with (f%)ord op where the first is defined in [BH15|
§2.5]. See also [Brel5]] where this composition appears.

Corollary 4.4. If p # 2, the Gg,,-representation
(g D g p) X —+X T
Resg,” (L (p)/T" (p)™"")

has a composition serie like

det p —— x3x3
det p X2X3
det p —— x1x3

The columns give the socle filtration when p is of Loewy length 3.

Proof. Inthe basis {e;®@(eae3), ea®(e1Aes), e3@(e1Aea), ea®(eaNes), es®(e1Aes), es®(eaNes)},
the matrix looks like

detp 0 0 x2x30q 0 *
detp 0 xa2x30a X1X3% *
det p 0 X1X30 *

X3X3 0 x2x30
X1X3 X304
X2X3

8Evaluated at a couple !
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We base change the first three vectors via a matrix (é % 1 El))), invertible as soon as p # 2. We get the
matrix
detp 0 0 X2X3%a 0 *
detp 0 0 0 *
det p 0 X1X30p *
X5X3 0 X2X30b
X1X3  X30a
X2X3

which gives the announced results.
O

Remark 4.5. Be careful that socle filtration and restriction do not commute: for instance, there’s always
a copy of det p in socg, (Z%(p)).
y2

From now on, assume that p has Loewy length 3. In this situation, the representation predicted by
[Bre+21, §2.4.3 Ex. 2] is

PSX27X1,X3 PSX2,X31X1

— \SS/ -

PSX17X27X3 PSX37X2,X1
PS PS

(1)

X1,X35X2 X3,X1:X2

with 6 being the product of simple roots, the representations PS,. defined as Indggﬁ‘(f@@‘g)x’ (7o) and
all extensions being non split.

Definition 4.6. For such a representation II compatible with 13,), we note I°rd (resp. llgg, resp. Ilypq)
the subrepresentation SOCéL3(<@p)H (resp. socéLB(QP)H, resp. 11/ soc‘éLS(@p)H).

Remark 4.7. Breuil and Herzig constructed in [BH15] a representation IT(p)° that is conjectured to
be the maximal subrepresentation of some II(p) constructed by global methos, with only principal serie
Jordan-Holder component. It coincides with I1°*¢ in our setting for any IT compatible with P,

. . . —X
We first explain why Zabradi’s functor applied to I1°™ recovers L~ (p)°rd.

Definition 4.8. For a smooth character x : T(Q,) — IFT,X , we view it as a character of the product
(W&'; X W@Z x Q) via
(W& X Wak; X Q;) = T(Qp), (9,h,x)— diag(Artfl(gh)x, Artfl(h)amx).

We restrict to (W&Z X W&i ), extend by smoothness and inflate, obtaining a character xa of (Gg, % Gg, )-

Lemma4.9. Let x : T(Qp) — IFT;X be a smooth character, seen by inflation as a character of B~ (Q)).

Then,
Va (Indggg(g%’))x> =xA® 5%

Proof. For G = T, the monoid T’ of Zabradi is T'(Q,) and the functor Dy is the dual on characters of
T(Q,). The result follows from [Zab18a, Th. 3.5] and our expression of V3. O

Proposition 4.10. The functor V A establishes an isomorphism between

GL3(Qp _ GL3(Q, _ GL3(Qp _
ExtéLS(Qp) (Indst(E@p))Sa(X)(E tot)o IndBfipr))sB(x)(g Lo9), IndBj(((@p))X(g 1, 9))
where the extension group is taken in Repﬂ GL3(Qp), and

EXt%ngxg%) ((x2® (x1x2)) ® (x1 ® (x1x3)), (x1 ® (x1x2)))

11



where the extension group is taken in Repﬂ Go,-
The functor V a ¢ establishes a bijection between the same GL3(Q))-Ext-group and

Extg, (x1x3 @ xixs xixe)-

The same kind of result holds for

GL P GL p GL p s _
Extiiiy o (5 (g3 X (7 00), a5 G5 () (7 0 ) @ Tnd 510 s (x) (™ 0 6)

with x° being the conjugate by the element of maximal length in the Weyl group of GLs.

Proof. The previous Lemma implies that
Va(indg X v (e 00)) = (x(e 7 00))a ® 5 = x1 B (x1x2)

and similarily for the others. Moreover, the genericity hypothesis and [[O1106, Th. 4] prove that all these
inductions lie in SP?. With this remark, it is a reformulation of [JZ25, Cor. 3.3.4].

Let’s give the main ideas. First, the map is injective thanks to the faithfulness in Theorem
For essential surjectivity, we can do it independantly for the two extensions. Pick the first one. Thanks
to [JZ25, Prop. 3.3.2], this extension must be trivial restricted to {Id} x Q@p. Genericity tell that the
extension group is of dimension 1. Therefore [Haul6, Th. 1.1 ii)] produces a representation induced
from the @Q,,-points of the parabolic P, with Levi GLy x G,,, which has the correct image. O

Remark 4.11. It is an improvement for Zabradi’s functor of [Brel5} Th. 1.1] in the situation G = GLs.

5 Representations results and finer failure on our toy example

We keep our representations p of dimension 3 and Loewy length 3.

Definition 5.1. We say that II is weakly compatible with p if it is compatible with ]Sp ancﬂ if
—®
V() ~ L™ (p).

Lemma 5.2. Let G be a profinite group and k an algebraically closed field. Let V and W be irreducible
objects in Repy, G and x a 1-dimensional character. Then x®? can’t be a subrepresentation of V& W

Proof. As everything is finite dimensional, we have

Homk[G] (X, V® W Homk ( V (39 W )
~ Homyq (VV®WV7X 1)
2Hom;€[G] (V W@ x™ 1)
As V is irreducible, so is V'V. As W is irreducible, sois W ® X_l. Hence, Schur’s lemma says that this
Homyg) is at most of dimension 1. It concludes. O

Lemma 5.3. Let V be a representation of Gg,, over F such that I&ijld acts trivially. Any subrepresentation
of V that is an extension of two distinct characters is semisimple.

Proof. Fix such subrepresentation WW. As any character is trivial restricted to the pro-p-group I&ld, one

can twist and suppose that I is an extension of 1 by x, hence lives in H'(Gg, /Z‘é{;ld, X). We only need
to prove that this group is zero as soon as xy Z 1. We once again use that

Go, /T4 ~ [ im E )6
r>1, norm map

9This is condition (i) in [Bre+21} Def. 2.4.2.7] but only for IT" = II.
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with the big limite identified to Zg, /Z5™.

The inflation-restriction sequence for K := (Zg, /Z5"'¢) x llizn 2t gives
0— H'(p™,Xx*) = H' (Go, /T8, x) = H' (K, x|x)

As [ is pro-(prime to p), the last bit vanishes. By examining the orders Xjpt» =1, hence x # 1 implies

that x|x # 1. Now, x|x # 1, cause and we now that xy # 1. We get x* = {0} and the first term also
vanishes. O

Corollary 5.4. Let V be an irreducible object in Repﬂ (Go, x Gq,)- Any W C Res(gi@” XgQ”)V which

is an extension of two distincts characters is semisimple.

Proof. The representation V' must be written V; X V5, where V; are an irreducible objects in Repﬂ Q@p.
It is a general fact that any normal pro-p-subgroup of a profinite group acts trivially on any irreducible
representation over a (inductive limite) of characteristic p fields. Both V; and V5 factorise by Z‘é{:d. Thus,

Lemma applied to Res(ggQ@” x9a,) V' concludes. O

We’re ready for our second result.

Proposition 5.5. Let p belong to Repﬂ G, of length 3 and Loewy length 3, generic and good conjugate.
Let 11 be weakly compatible with p.

1. We have dimV A (IT) < 5.

2. We have T (p)° = V o (I < V A (I).

3. Ifp # 2, we have dimV A (I1) < 4, if and only if V A(I1) — V A (I1°"Y) is non zero.

The first point in particular implies that V a ¢(IT) ¥ (p).

Proof. We have an exact sequence
0 — VAT — VA(IT) — Va(IT/11°79).

In particular, thanks to weak compatibility and Corollary , we have Va ¢(I1°079) — f®(p). Using
the second bijection of Proposition , VA,g(H’“d) is an extension of two distinct characters by a

third. Each character appearing only once (thanks to genericity) in socé@pfg(p), and more precisely

they appear in its subrepresentation ¥ (p)°rd. Ttyields V o ¢ (T1°74) ~ ¢ (p)erd.

Consider V := Va ¢(I)/V a ¢(I1°'9). Weak compatility and the above isomorphism show that it
is a subrepresentation of L (p) /L (p)°*. Thus, socgy, (V) < socgy, (Z%(p) /L% (p)°"%) which is a
direct sum of (det p). Left exactness of V A ¢ that it is a subrepresentation of V a ¢ (IT/TT1°*4). This last
one lives in an exact sequence

0 — Vae(Ilss) = Vae(TT/TT) = V¢ (Tora).

Using the last bit of Proposition to compute Va ¢(Ilorq), det p is not one of its Jordan-Holder
factors, yielding that socg, V' is a subrepresentation of Vo ¢ (Tlsg). Theorem says that V A ¢(IIgs)
is the restriction of an irreducible representation of (Gg, % Gg, ); Lemmaproves that socg, V' is one

dimensional. As V is a subrepresentation of ° (p)/ ° (p)°™d, the description in Corollary 44| proves

that it is at most 2-dimensional which finishes to prove the first claim.
It also proves that if dim V' = 2, V' is an extension of two distincts (thanks to genericity) characters.
Using Corollary it can’t be a subrepresentation of V 5 ¢(IIsg), which proves the third claim.
Finally, use simultaneously the two first isomorphisms of Proposition {.I0] to show that

=® . . —X
Va(I17) = L7 (p)°*d implies VA (I1°74) = L™ (p)°rd. O
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Remark 5.6. We used nothing more that weak compatibility. With (stronger) compatibility in the sense
of [Bre+21]], we would obtain directly that V A ¢(IIsg) is 1-dimensional. I don’t see how it may improves
the results about dimensions.

Remark 5.7. Be careful that Lemmal[5.2] breaks for #A > 3.
. oy eqe . — —X .
We could improve the weak compatibility by replacing V¢ (II) ~ L®(p) by Va(II) C L (p). This
also give precise bounds of the dimension. For p of dimension, length and Loewy length 4, it gives
dim VA (II) < 9.
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